STA2311 (FALL 2023) - PRACTICE PROBLEMS FOR CLASS 6
(SIMULATION AND MONTE CARLO)

1. Prove two results mentioned in the antithetic variates setup:

(a) If g1,92 : R — R are monotone functions, then Cov(gi(X),g2(X)) > 0 for any random
variable X.

(b) Prove that the antithetic variates estimator is a special case of the control variates estimator.

2. Suppose we are interested in sampling from the Gamma(a, 8) distribution with density

f($|a7ﬁ) = Fﬁ(:k) xoc—le—,@cc : ]l:E>07

with «, 8 > 0. For this problem you may assume that I'(«) can be computed for any a > 0.

(a) If o« = k is a positive integer and X7, ..., Xj u Exp(B) (with density f(z|8) = Be 5% 1,0),
then Zle X; ~ Gamma(k, 8). Using this result, how do you propose to sample from the
Gammal(k, 8) distribution?

(b) Using the fact that it is thus relatively easy to sample from the Gamma(c, ) distribu-

tion when « is an integer, provide an efficient accept-reject estimator to sample from
Gamma(q, ) for any « > 1.

3. Let Uy, ..., U i Unif([0, 1]%) with U; = (U1, . .., Uiq), and let 74, ..., 74 random permutations
of (0,...,k — 1) which are independent of the U;’s. Define

ijl)—Tj(Z_?JrU”, 1<i<k, 1<j<d
a) Show that X1 ~ Unif(0, 1).
ij
(b) Determine Corr(Xi(jl),Xi(,?) for i #1i'.
(c) For r > 2, let Tl(r), . ,Tc(lr) be new random permutations of (0,...,k — 1) and recursively
define " (r—1)
76— 1)+ X0
Xf;)zj( l)<: Yo 1<i<k 1<j<d

Determine Corr(Xi(jr), XZ.(,?) for i # i'. Hint: do it first forr =2,3,....

4. Let X be an R-valued random variable with density proportional to exp(—|x\3 / 3). Consider
estimating 0% = E[X?].
(a) Estimate o2 using importance sampling.

(b) Estimate o2 using rejection sampling.

5. Consider a Poisson regression model in which Y | X ~ Poisson(e}X)), where A(z) = ag + a1
Suppose we plan a simulation study in which we know the values of «ag, a1, and also that the
marginal distribution of X is N(0,1). Design an algorithm to sample from the conditional
distribution of X given a particular value of Y = y.



6. Suppose that Y7,...,Yn is a sample produced by rejection sampling based on a target f and
proposal g, with M = sup(f/g). Suppose that Xi,..., X; is the accepted sub-sample and
Z1,...,ZN—¢ is the rejected subsample. The goal is to estimate some I = E[h].

(a) Show that both §; = %2;1 h(X;) and

IR (M —1)f(Z)
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are both unbiased estimators of I when N > t.
(b) Show that §; and 02 are independent.

(c) Determine the optimal (in terms of minimal variance) weight 8* in the weighted estimator

83 = B61 + (1 — B)d,.

7. Suppose we are Bayesians, and we wish to compare two posterior distributions characterized by
densities m1(0) = 71(0)/c1 and 7o (0) = T2(6)/c2 with the same support, for which only the 7;’s
can be computed, and for which the normalizing constants ¢y, co are unknown. The goal here is
to estimate r := ¢1/ca.

(a) Show that 7 can be approximated by

1 = 71 (0 i
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(b) Show that
J71(0) - af) - m(0)do .
[72(0) - a(8) - 71(0)d8

for any function a(-) such that both integrals are finite, and in particular we have the
interesting identity
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Thus explain why

5 Yo 1 (02:) - a(62;) iid sid
RCY = 21_ ~ ; 0 % 0 )
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is a convergent estimator of r as n — oo.
(¢) One can show that the relative MSE of R,, defined by E[(Rq — r)2]/r2, is given by

1 [@(0) - 72(0) - (7 (0) + 7(0)) - a(0)°dO 2
2 (J 71(0) - 72(0) - a(0) d9)’ n

Show that the relative MSE is minimized by taking

Hint: use the Cauchy-Schwarz inequality.



