STA2311 (FALL 2023) - PRACTICE PROBLEMS FOR CLASS 4
(STOCHASTIC OPTIMIZATION)

. Use the simulated annealing algorithm to maximize the function
g1, 2) = [1621 (1 — z1)x2(1 — x) sin(9mzy ) sin(Imzy))>.

Draw the contour of the associated distribution function and show the trajectory of the “path”:
(w14, T2t )1<t<

. Consider the sample of size n = 10,000 in the file banana.txt which we model using the
distribution
E—
Y= (2m)20,0,

RV 1 Tys =053 = 001 | [ya— 0463 —02)]°
xexp< 2[9%+95 exp 5 b, + 0, )

where 0 = (61, ...,04) with 61,0 > 0 and 603,04 € R, and y = (y1,...,y4).

(a) Use the gradient descent (GD), and stochastic gradient descent (SGD) to find the MLE for
0.

(b) Compare the computation costs for GD and SGD.

. Show that if, in the proof of convergence for SGD (done in class), we choose h; = \/%th’ then

E[|V£(6.)]?] < O(T‘l/Q).

Remember that f(z) = O(g(z)) means |f(z)| is bounded above by a constant multiple of g(z).



